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Abstract—This paper deals with the generation of optimal paths planned by means of $\eta^3$-splines, a recently devised planning primitive used for the automated steering of wheeled mobile robots. The shape of $\eta^3$-splines can be easily modified by acting on a set of free parameters. This capability can be used, for example, to satisfy an assigned optimality criterion. In this paper it will be used to minimize the curvature variability in order to reduce the lateral solicitations affecting an autonomous robot. Evidently, curvature derivative could be minimized by means of an optimization algorithm. However, this approach cannot be suitably used in an online application which continuously requires the curve updating. For this reason, closed form expressions have been devised and proposed in this paper in order to efficiently evaluate optimal curves on the sole basis of the interpolating conditions. As a further characteristic, the proposed heuristic method permits obtaining, when appropriate interpolating conditions are given, $\eta^3$-splines which at the best emulate circular arcs and clothoids.

Index Terms—Mobile robots, optimal path generation, geometric continuity.

I. INTRODUCTION

Several approaches can be found in the literature in order to generate appropriate paths for autonomous vehicles. Two different frameworks are normally considered. In the first one, usually indicated with the name of “motion planning”, a structured and known environment is considered. A path joining two given points is generated taking into account the obstacle avoidance problem and possibly satisfying given constraints. A typical constraint is represented by the maximum path curvature. The first work related to motion planning was due to Dubin [1]: a minimum length path was generated by means of linear segments and circular arcs. Successively, many other works addressed the same problem [2]–[4]. Recently the problem has been enriched by considering the generation of continuous curvature paths [5].

In the second framework, usually indicated with the term of “motion generation”, the planning phase assumes local characteristics being focused on the generation of short distance paths. This framework is generally encountered when a limited information on the vehicle surroundings is available, such in the case of a car vehicle moving along an unknown road or an autonomous robot moving inside an environment with strong dynamics characteristics. Obstacle avoidance is generally handled through an opportune choice of the goal point and of the final robot orientation: if a collision is detected, a different target point is selected.

In a motion generation context, path geometric characteristics assume a relevant role. Several path primitives, which generate continuous curvature paths, were proposed in the past: clothoids, cubic spirals [6], polar polynomials [7], intrinsic splines [8], etc.. Recently, the attention has been focused on planning primitives whose curvature is continuously differentiable [9]. Paths which possess this characteristic are named $G^3$-paths. $G^3$-continuity is essential especially for unicycle-like robots: in [10] it has been shown that, in order to generate continuously differentiable control signals, it is necessary to plan $G^3$-paths. This requirement is not strictly necessary in the case of other autonomous vehicles, however the use of paths whose curvature is continuously differentiable leads to the generation of smooth command signals, which is, undoubtedly, a positive characteristic.

In [11], a new planning primitive, named $\eta^3$-splines, has been proposed for the generation of $G^3$-paths. $\eta^3$-splines are planned by means of closed form expressions and always fulfill any arbitrarily assigned set of interpolating conditions. An important advantage of $\eta^3$-splines is represented by the possibility of refining their shape, still satisfying the assigned interpolating conditions, by acting on a set of six free parameters. Such a possibility can be used, for example, for the generation of curves which satisfy appropriate optimality criteria. This property represents an important advantage of $\eta^3$-splines but, on the other hand, poses the problem of their optimal synthesis. Since a local path generation is considered, the shaping problem must be solved online by means of an efficient procedure. This paper proposes a solution for the optimal planning of $\eta^3$-splines which does not require the explicit online solution of an optimization problem.

In §II, the $G^3$-interpolation problem is formalized (Problem 1) and the closed form expressions ($\eta^3$-splines) proposed in [11] for its solution are recalled. The optimal shaping problem (Problem 2), which represents the key point of this paper, is formulated in the same section. The proposed solution is described in §III, and a path planning test case is presented in §IV. Final conclusions are drawn in §V.

II. PROBLEM FORMULATION

A curve in the Cartesian planar space can be described by means of the function

$$p : [u_0, u_1] \rightarrow \mathbb{R}^2$$

$$u \rightarrow p(u) = [\alpha(u) \beta(u)]^T,$$

where $[u_0, u_1]$ is a real closed interval. The associated “path” is the image of $[u_0, u_1]$ under the vectorial function $p(u)$, i.e., $p([u_0, u_1])$. We say that $p(u)$ is a regular curve if $p(u)$ is piecewise continuous, i.e., $p(u) \in C_p([u_0, u_1])$, and
\( p(u) \neq 0, \forall u \in [u_0, u_1] \). The arc length or, equivalently, the curvilinear coordinate measured along \( p(u) \), denoted by \( s \), can be evaluated by means of the function

\[
f: [u_0, u_1] \to \mathbb{R}
\]

\[
u \to s = \int_{u_0}^u \| \dot{p}(\xi) \| \, d\xi
\]

where \( \| \| \) denotes the Euclidean norm.

Associated with any point of a regular curve there is a tangent vector \( \theta(u) \) measured with respect to the coordinate \( x \)-axis, a scalar curvature \( \kappa(u) \), and a curvature derivative \( \kappa'(u) := \frac{d\kappa}{du}(u) \). If \( \theta(u), \kappa(u) \), are continuous functions over \([u_0, u_1] \), then \( p(u) \) is a \( G^2 \)-curve, i.e., it has a second order geometric continuity. If also \( \kappa(u) \) is continuous over \([u_0, u_1] \), then \( p(u) \) has a third order geometric continuity and is indicated as a \( G^3 \)-curve.

In order to control unicycle-like robots by means of continuously differentiable control signals, it is necessary to plan \( G^3 \)-curves [10]. A composite \( G^3 \)-path can be generated by combining several \( G^3 \)-curves if it is possible to assign tangents, curvatures, and curvature derivatives at the extreme points of each of them. This consideration generated the following interpolation problem

**Problem 1:** Assume that two points \( p_A := [x_A, y_A]^T \) and \( p_B := [x_B, y_B]^T \) have been assigned in the Cartesian space. Generate a \( G^3 \)-curve \( p(u) \) between \( p_A \) and \( p_B \) which fulfills given interpolating conditions on the initial and final tangent angles \( \theta_A \) and \( \theta_B \), curvatures \( \kappa_A \) and \( \kappa_B \), and curvature derivatives \( \kappa_A' \) and \( \kappa_B' \).

In order to solve Problem 1, a new planning primitive, named \( \eta^3 \)-splines, has been proposed in [11]. It is given by two seven order polynomial functions defined as follows

\[
p(u) := [\alpha(u) \ \beta(u)]^T, \ u \in [0, 1]
\]

where

\[
\alpha(u) := \alpha_0 + \alpha_1 u + \alpha_2 u^2 + \alpha_3 u^3 + \alpha_4 u^4 + \alpha_5 u^5 + \alpha_6 u^6 + \alpha_7 u^7.
\]

\[
\beta(u) := \beta_0 + \beta_1 u + \beta_2 u^2 + \beta_3 u^3 + \beta_4 u^4 + \beta_5 u^5 + \beta_6 u^6 + \beta_7 u^7.
\]

In the same paper, closed form expressions were proposed in order to efficiently evaluate coefficients \( \alpha_i \) and \( \beta_i \) on the basis of the interpolating conditions

\[
\alpha_0 = x_A
\]

\[
\alpha_1 = \eta_1 \cos \theta_A
\]

\[
\alpha_2 = \frac{1}{2} \eta_2 \sin \theta_A - \frac{1}{2} \eta_3 \kappa_A \sin \theta_A
\]

\[
\alpha_3 = \frac{1}{6} \eta_5 \cos \theta_A - \frac{1}{2} (\eta_1^2 \kappa_A + 3 \eta_1 \eta_3 \kappa_A) \sin \theta_A
\]

\[
\alpha_4 = 35 (x_B - x_A) - \left( 20 \eta_1 + 5 \eta_3 + \frac{2}{3} \eta_5 \right) \cos \theta_A +
\left( 5 \eta_1^3 \kappa_A + \frac{2}{3} \eta_1 \kappa_A + 2 \eta_1 \eta_3 \kappa_A \right) \sin \theta_A +
\left( 15 \eta_2 - \frac{5}{2} \eta_4 + \frac{1}{6} \eta_6 \right) \cos \theta_B +
\left( \frac{5}{2} \eta_2 \kappa_A - \frac{1}{2} \eta_2 \kappa_A - \frac{1}{2} \eta_2 \kappa_A \right) \sin \theta_B
\]

\[
\alpha_5 = -84 (x_B - x_A) + (45 \eta_1 + 10 \eta_3 + \eta_5) \cos \theta_A +
\left( 10 \eta_1^3 \kappa_A + \frac{2}{3} \eta_1 \kappa_A + 3 \eta_1 \eta_3 \kappa_A \right) \sin \theta_A +
\left( 39 \eta_2 - 6 \eta_3 + \frac{1}{2} \eta_6 \right) \cos \theta_B +
\left( 7 \eta_2 \kappa_A - \frac{1}{2} \eta_2 \kappa_A - \frac{3}{2} \eta_2 \kappa_A \right) \sin \theta_B
\]

\[
\beta_0 = y_A
\]

\[
\beta_1 = \eta_1 \sin \theta_A
\]

\[
\beta_2 = \frac{1}{2} \eta_2 \sin \theta_A + \frac{1}{2} \eta_3 \kappa_A \cos \theta_A
\]

\[
\beta_3 = \frac{1}{6} \eta_5 \sin \theta_A + \frac{1}{2} (\eta_1^2 \kappa_A + 3 \eta_1 \eta_3 \kappa_A) \cos \theta_A
\]

\[
\beta_4 = 35 (y_B - y_A) - \left( 20 \eta_1 + 5 \eta_3 + \frac{2}{3} \eta_5 \right) \sin \theta_A +
\left( 5 \eta_1^3 \kappa_A + \frac{2}{3} \eta_1 \kappa_A + 2 \eta_1 \eta_3 \kappa_A \right) \cos \theta_A +
\left( 15 \eta_2 - \frac{5}{2} \eta_4 + \frac{1}{6} \eta_6 \right) \sin \theta_B +
\left( \frac{5}{2} \eta_2 \kappa_A - \frac{1}{2} \eta_2 \kappa_A - \frac{1}{2} \eta_2 \kappa_A \right) \cos \theta_B
\]

\[
\beta_5 = 70 (y_B - y_A) - \left( 36 \eta_1 + \frac{15}{2} \eta_3 + \frac{2}{3} \eta_5 \right) \cos \theta_A +
\left( \frac{15}{2} \eta_1 \kappa_A + \frac{2}{3} \eta_1 \kappa_A + 2 \eta_1 \eta_3 \kappa_A \right) \sin \theta_A +
\left( 34 \eta_2 - \frac{13}{2} \eta_4 + \frac{1}{6} \eta_6 \right) \sin \theta_B +
\left( \frac{13}{2} \eta_2 \kappa_A - \frac{1}{2} \eta_2 \kappa_A - \frac{3}{2} \eta_2 \kappa_A \right) \cos \theta_B
\]
From a rapid inspection of (4)–(19), it is possible to observe their dependence on the assigned interpolating conditions \(x_A, y_A, x_B, y_B, \theta_A, \theta_B, \kappa_A, \kappa_B, \kappa_4, \text{ and } \kappa_B\) and on a set of six real parameters \(\eta_i\). Such parameters, which give their name to the planning primitive, can be packed into a single vector \(\eta := [\eta_1, \eta_2, \eta_3, \eta_4, \eta_5, \eta_6] \in \mathcal{H} \subset (\mathbb{R}^+)^2 \times \mathbb{R}^4\).

Among the other characteristics of the \(\eta\)-splines, one, in particular, needs to be mentioned: \(\eta\)-splines always fulfill boundary conditions independently form the choice of \(\eta\). Consequently, vector \(\eta\) can be used to shape the curve interior points. This is an important feature of \(\eta\)-splines since it introduces flexibility in their design. On the other hand, it forces to find an appropriate method for the selection of \(\eta\). Several choices are possible. For example, in a motion planning context, \(\eta\) could be used to avoid obstacles. In a motion generation context, like that considered in this work, \(\eta\) can be used to fulfill an appropriate optimality criterion.

The control strategy developed in [10], [12] aims at generating smooth robot movements. The path shape has a strong impact on the robot lateral solicitations. In particular, it is well known that lateral accelerations are correlated to the path curvature. In the same way, lateral jerk depends on the curvature derivative with respect to the curvilinear coordinate \(s\). In order to reduce lateral stresses, \(\eta\) can be selected by solving the following optimization problem

**Problem 2:** Given any set of interpolating conditions \(x_A, y_A, x_B, y_B, \theta_A, \theta_B, \kappa_A, \kappa_B, \kappa_4, \text{ and } \kappa_B\), find the optimal \(\eta\)-spline which solves the following semi-infinite minimax problem

\[
\min_{\eta \in \mathcal{H}} \max_{u \in [0,1]} \left\{ \frac{d\kappa}{ds}(u; \eta) \right\}
\]

subject to

\[
\|p(u; \eta)\| > 0, \quad \forall u \in [0,1].
\]

Constraint (21) is added to guarantee the curve regularity.

Problem (20)–(21) is strongly nonlinear and is characterized by a very large number of local minima. For this reason, it can only be solved by means of global optimization algorithms. For example, in this paper the optimal solution is gained by means of the hybrid genetic-interval algorithm proposed in [13], [14]. Unfortunately, this approach can only be adopted for off-line cases, since, owing to the problem complexity, evaluation times are normally not compatible with real-time applications. Consequently, it has been necessary to devise an efficient heuristic rule to be used when computational efficiency represents an important issue. Such heuristic procedure returns effective solutions and is characterized by an almost zero evaluation time. A first proposal for the optimal selection of \(\eta\) can be found in [11], where vector \(\eta\) was chosen by imposing \(\eta_1 = \eta_2 = \|p_A - p_B\|\) and \(\eta_3 = \eta_4 = \eta_5 = \eta_6 = 0\). In most practical cases this choice returns good results. Nevertheless, the problem is deeper investigated in the following and a new rule, which produces better performance indexes, is provided.

### III. The Heuristic Procedure

Let us indicate by \(\Gamma := [x_A, y_A, x_B, y_B, \theta_A, \theta_B, \kappa_A, \kappa_B, \kappa_4, \kappa_B]^T \in \mathcal{G} \subset \mathbb{R}^4 \times [-\pi, \pi]^2 \times \mathbb{R}^4\) the vector containing the interpolating conditions used to plan a generic \(\eta\)-spline. The minimizer \(\eta^*\) of (20)–(21) necessarily depends on \(\Gamma\), so that it will be indicated in the following as \(\eta^*(\Gamma)\). In order to avoid an explicit online solution of (20)–(21) an algebraic function

\[
\hat{\eta}: \mathcal{G} \rightarrow \mathcal{H}
\]

\[
\Gamma \rightarrow \hat{\eta}(\Gamma),
\]

which approximates \(\eta^*(\Gamma)\) at the best, needs to be estimated. Evidently, any effort must be spent to guarantee that curves obtained by means of \(\hat{\eta}(\Gamma)\) have performance indexes close to those obtained by means of \(\eta^*(\Gamma)\).

Function \(\hat{\eta}(\Gamma)\) is designed through a two steps procedure. The first step aims at devising a possible structure for \(\hat{\eta}(\Gamma)\). In particular, the structure of \(\hat{\eta}(\Gamma)\) is obtained by solving (20)–(21) for a set of appropriate interpolating conditions \(\Gamma_j\) and analyzing the corresponding solutions \(\eta^*(\Gamma_j)\). The result of such analysis is a parametric function \(\hat{\eta}(\Gamma, k), \text{ where } k := [k_1, k_2, \ldots, k_{11}]^T \in \mathcal{K} \subset \mathbb{R}^{11}\) is a vector of real parameters used for its “tuning”. Then, in the second step, \(k\) is evaluated by formulating a new optimization problem. The achieved optimal \(k\) does not depend on \(\Gamma\), so that it can be used for any generic set of interpolating conditions.

### A. Devising the structure of \(\hat{\eta}(\Gamma, k)\)

The structure of \(\hat{\eta}(\Gamma)\) must be characterized by its simplicity. To this purpose, let us consider some typical planning situations. Evidently, when \(\kappa_A = \kappa_B\), the optimal solution of (20)–(21) is characterized by \(\frac{d\kappa}{ds}(u; \eta) \simeq 0\), i.e., \(\kappa(u; \eta)\) is kept as constant as possible along the curve or, equivalently, the curve approximates at the best a circular arc. In the same way, if \(\kappa_A \neq \kappa_B\), the optimal solution is characterized by a function \(\kappa(u; \eta)\) which almost linearly depends on \(s\), so that \(\frac{d\kappa}{ds}(u; \eta)\) is almost constant and the curve approximates at the best a clothoid. Bearing in mind this idea, a set of interpolating conditions \(\Gamma_j\), compatible with arcs and clothoids, has been generated (see Tables I and II).

![Table I: Interpolating conditions \(\Gamma_j\) compatible with circular arcs](image-url)
For each configuration $\Gamma_i$ the optimal solution $\eta^*(\Gamma_i)$ has been found by means of the genetic-interval algorithm proposed in [13], [14]. As expected, in the case of interpolating conditions compatible with circular arcs, problem (20)–(21) converges toward solutions with $\xi \eta \sim 0$, i.e., $\eta^3$-splines almost perfectly emulate circular arcs, while, when interpolating conditions are compatible with clothoids, it converges toward constant values of $\xi \eta$ and $\eta^3$-splines approximate clothoids. Moreover, in the case of circular arcs, owing to the symmetry characteristics of such curve ($k_A = k_B$, $k_A = k_B = 0$), the minimizers are characterized by $\eta_1 \simeq \eta_2$, $\eta_3 \simeq \eta_4$, and $\eta_5 \simeq \eta_6$. Minimizers $\eta^*(\Gamma_i)$, $i = 1, 2, \ldots, 12$, corresponding to circular arcs, are reported in Table III. In the case of clothoids, the $\eta_1$ and $\eta_2$ are no more equal, but they remain close each other. The same happens for $\eta_3$ and $-\eta_4$, and for $\eta_5$ and $\eta_6$. For example, for the clothoid whose interpolating conditions are given by $\Gamma_{24}$ the obtained problem minimizer is $\eta_1 = 43.8944, \eta_2 = 44.8416, \eta_3 = 34.2107, \eta_4 = -28.1348, \eta_5 = -250.1721, \eta_6 = -253.6511$. For the sake of conciseness, the set of optimal solutions obtained for clothoids are herein not reported.

By scrutinizing optimal solutions $\eta^*(\Gamma_i)$, it has been possible to devise some correlations between them and the interpolating conditions reported in Tables I and II. Such information has been used to propose the following structure for $\hat{\eta}(\Gamma; k)$

$$\eta_1 = k_1 \|p_A - p_B\| + k_2 |\theta_B - \theta_A| + k_3 \sqrt{|k_A|},$$

(22)

$$\eta_2 = k_1 \|p_A - p_B\| + k_2 |\theta_B - \theta_A| + k_3 \sqrt{|k_B|},$$

(23)

$$\eta_3 = k_4 \|p_A - p_B\|^2 + k_5 |\theta_B - \theta_A| + k_6 \sqrt{|k_A|} + k_7 \sqrt{|k_B|},$$

(24)

$$\eta_4 = - (k_2 \|p_A - p_B\|^2 + k_5 |\theta_B - \theta_A| + k_6 \sqrt{|k_A|} + k_7 \sqrt{|k_B|}),$$

(25)

$$\eta_5 = k_8 \|p_A - p_B\|^2 + k_9 \sqrt{|\theta_B - \theta_A| + k_{10} \sqrt{|k_A|} + k_{11} \sqrt{|k_B|}},$$

(26)

$$\eta_6 = k_8 \|p_A - p_B\|^2 + k_9 \sqrt{|\theta_B - \theta_A| + k_{10} \sqrt{|k_A|} + k_{11} \sqrt{|k_B|}},$$

(27)

where $\|\cdot\|$ indicates the Euclidean norm and $k := [k_A k_B]^T \in \mathbb{R}^{11}$ is a vector of real parameters. It is easily possible to verify that, when interpolating conditions are compatible with circular arcs, (22)–(27) correctly return $\eta_1 = \eta_2, \eta_3 = - \eta_4,$ and $\eta_5 = \eta_6,$ while different, but similar, values have to be expected in the case of clothoids. The same selection rule proposed in [11] can be obtained from (22)–(27) by imposing $k = k' := [1 0 0 0 0 0 0 0 0 0 0]^T$.

An initial estimate for $k$ has been found by means of a least square approach which minimizes the difference between $\eta^*(\Gamma)$ and $\hat{\eta}(\Gamma; k)$. Evidently, the obtained $k$ can only be used to generate a first rough estimate of $\hat{\eta}(\Gamma)$, since performance index $\frac{\xi \eta}{ds}$ has not been taken into account during its evaluation. The optimal value $k''$ obtained by means of this procedure is reported in Table IV.

### Estimating the optimal $k$

Starting from $k''$, it is possible to find a more “performing” value of $k$. To this purpose, let us introduce the following optimization problem

$$\min_{k \in K} \left\{ J(k) \right\}, \quad (28)$$

where

$$J(k) := \sum_{i=1}^{24} \left| \frac{d\Gamma}{ds}(\Gamma; k) - \frac{d\Gamma^*}{ds}(\Gamma_i) \right|^2, \quad (29)$$

and where $\frac{d\Gamma}{ds}(\Gamma; k) := \max_{t \in [0, 1]} \{ \frac{d\Gamma}{ds}(\eta(\Gamma; k)) \}$ is the maximum curvature derivative obtained by means of $\hat{\eta}(\Gamma; k)$, while $\frac{d\Gamma^*}{ds}(\Gamma)$ represents the maximum curvature derivative corresponding to optimal solutions $\eta^*(\Gamma_i)$ of problem (20)–(21). It is worth remembering that $\frac{d\Gamma}{ds}(\Gamma)$ is equal to zero when interpolating conditions are compatible with circular arcs, while it is equal to the elements of the last column of Table II in the case of clothoids. Practically, the solution of (28) generates $\eta^3$-splines whose curvature derivative is very close to the minimum obtainable for the considered interpolating conditions.

Problem (28) has been solved with an algorithm for the local optimization which started from $k''$. The cost index of the initial solution was equal to 1.3493. The algorithm has converged to solution $k'''$ shown in Table IV, with final performance index equal to 3.4140e-3.

Owing to the method used for the selection of $k$, $\hat{\eta}(\Gamma; k''')$ generates very good approximations of circular arcs and clothoids. But what happens in the case of generic interpolating conditions? In order to answer to this question let us consider the set of boundary conditions $\Gamma_i$ reported in Tab. V. They have been selected by randomly

<table>
<thead>
<tr>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$\eta_3$</th>
<th>$\eta_4$</th>
<th>$\eta_5$</th>
<th>$\eta_6$</th>
<th>$\eta_7$</th>
<th>$\eta_8$</th>
<th>$\eta_9$</th>
<th>$\eta_{10}$</th>
<th>$\eta_{11}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_1$</td>
<td>0.3655e+00</td>
<td>4.917e+00</td>
<td>-6.095e+00</td>
<td>1.378e-03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_2$</td>
<td>3.6573e+00</td>
<td>1.3173e+00</td>
<td>-1.096e+00</td>
<td>4.2403e-06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_3$</td>
<td>5.6095e+00</td>
<td>1.0188e+00</td>
<td>-3.742e+00</td>
<td>1.5579e-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_4$</td>
<td>7.6425e+00</td>
<td>1.4546e+00</td>
<td>-9.303e+00</td>
<td>5.5453e-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_5$</td>
<td>1.1565e+01</td>
<td>1.2535e+00</td>
<td>-8.919e+00</td>
<td>4.6852e-08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_6$</td>
<td>1.5467e+01</td>
<td>1.3156e+00</td>
<td>-1.051e+01</td>
<td>2.2694e-08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_7$</td>
<td>2.9465e+00</td>
<td>1.1786e+00</td>
<td>-8.693e+00</td>
<td>5.7884e-05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_8$</td>
<td>7.4075e+00</td>
<td>2.027e+00</td>
<td>-1.247e+01</td>
<td>2.4701e-05</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_9$</td>
<td>1.0618e+01</td>
<td>6.529e+00</td>
<td>-1.549e+01</td>
<td>8.2154e-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{10}$</td>
<td>1.5179e+01</td>
<td>1.6408e+00</td>
<td>-2.041e+01</td>
<td>8.0885e-06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{11}$</td>
<td>2.2828e+01</td>
<td>2.3025e+00</td>
<td>-3.304e+01</td>
<td>3.3772e-06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{12}$</td>
<td>2.9739e+01</td>
<td>8.4987e+00</td>
<td>-6.344e+01</td>
<td>9.1094e-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
It has been earlier pointed out that $\eta^3$-splines are suited to be used in a real time planning scenario. Consider a wheeled mobile robot moving in an unknown environment. The trajectory is updated according to sensors information. When the updating time is reached the robot evaluates its surrounding environment, e.g., moving or initially undetected obstacles, each curve is normally replanned before its end is to correct tracking errors or take into account changes in the composite path is $G^3$-continuous. In a realistic scenario, in order to correct tracking errors or take into account changes in the surrounding environment, e.g., moving or initially undetected obstacles, each curve is normally replanned before its end is reached by the robot. For the sake of simplicity and without any loss of generality, in the example case here reported, the curve is updated only at the end of each segment. Table VII contains the list of interpolating conditions which have been used. General interpolating conditions have been considered in order to emulate a set of actual data obtained, e.g., from a visual system. The sole exceptions are represented by $\Gamma_{56}$ and $\Gamma_{58}$ which are compatible with a circular arc.
and a linear segment respectively. The overall curve is drawn in Fig. 1. It has been obtained by using $\eta^3$-splines, which, as known, can exactly generate linear segments when appropriate boundary conditions are assigned [11]. Fig. 2 shows the overall curvature and curvature derivative. It can be immediately noticed that they are both continuous. Moreover, they are kept small also when rough maneuvers are planned (see, e.g., $\Gamma_{54}$). Finally, it is possible to remark the very good emulation of a circular arc obtained by means of $\Gamma_{56}$: as required, the curvature is almost constant and the curvature derivative is close to zero.

V. CONCLUSIONS

Smart planar curves, suited for autonomous robots, can be generated by means of $\eta^3$-splines. Acting on a vector $\eta$ of freely selectable parameters, it is possible to shape $\eta^3$-splines such to fulfill given optimality criteria. In this paper the generation of smooth paths has been investigated. It has been shown how, by acting on $\eta$, it is possible to generate curves with minimum curvature derivative. In order to avoid the execution of huge online optimizations, an heuristic method has been proposed for the selection of $\eta$. When interpolating conditions are compatible with circular arcs and clothoids, devised expressions generate curves which at the best emulate such primitives. In the case of generic interpolating conditions, the curvature derivative is very close to the actual achievable minimum.
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**TABLE VII**

<table>
<thead>
<tr>
<th>$\xi_1$</th>
<th>$\xi_2$</th>
<th>$\eta_1$</th>
<th>$\eta_2$</th>
<th>$\theta_1$</th>
<th>$\theta_2$</th>
<th>$\kappa_1$</th>
<th>$\kappa_2$</th>
<th>$\kappa_3$</th>
<th>$\kappa_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{54}$</td>
<td>0</td>
<td>0</td>
<td>5.00</td>
<td>8.00</td>
<td>0</td>
<td>$\pi/2$</td>
<td>0.1</td>
<td>$-0.0025$</td>
<td>$-0.02$</td>
</tr>
<tr>
<td>$\Gamma_{55}$</td>
<td>5.00</td>
<td>8.00</td>
<td>10.00</td>
<td>14.00</td>
<td>$\pi/2$</td>
<td>$3\pi/32$</td>
<td>$-0.025$</td>
<td>$-0.1$</td>
<td>$-0.2$</td>
</tr>
<tr>
<td>$\Gamma_{56}$</td>
<td>10.00</td>
<td>14.00</td>
<td>17.32</td>
<td>11.78</td>
<td>$\pi/32$</td>
<td>$-7\pi/32$</td>
<td>$-0.1$</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>$\Gamma_{57}$</td>
<td>17.32</td>
<td>11.78</td>
<td>18.00</td>
<td>5.00</td>
<td>$-\pi/32$</td>
<td>$-4\pi/6$</td>
<td>$-0.1$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\Gamma_{58}$</td>
<td>18.00</td>
<td>5.00</td>
<td>16.00</td>
<td>11.78</td>
<td>$5\pi/6$</td>
<td>$-4\pi/6$</td>
<td>$0$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

---

![Fig. 1. The planned path.](image1)

![Fig. 2. The curvature and its derivative expressed with respect to the curve length $s$.](image2)
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